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Abstract 

In recent years, artificial intelligence (AI) has become important in improving educational processes by facilitating 

personalized learning and enhancing collaborative platforms. However, the same technologies that offer these 

advantages can also enable sophisticated cyber threats. This multivocal literature review (MLR) explores four 

major areas of concern in social learning environments: (1) phishing and social engineering, (2) AI-generated 

misinformation, (3) deepfake media, and (4) AI-driven detection systems. Gathering insights from recent 

academic articles, industry reports, and news/blog analyses, the study demonstrates AI’s dual function as both a 

channel for educational innovation and a tool for malicious exploitation. Findings indicate that AI-powered attacks 

not only erode trust and academic integrity but also target the inherent vulnerability of collaborative platforms, 

including Massive Open Online Courses (MOOCs). Additionally, while academic literature focuses on theoretical 

solutions such as explainable AI (XAI) and advanced machine learning detection, gray literature highlights 

practical challenges like regulatory gaps, limited funding, and insufficient user training. Blockchain-based audit 

trails and robust user-awareness campaigns also emerge as critical strategies for enhancing security. This review 

highlights the importance of interdisciplinary collaboration among policymakers, researchers, educators, and 

technology developers to ensure that AI’s benefits are not dominated by its misuse. By adopting adaptive security 
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policies, fostering digital literacy, and integrating transparent detection tools, stakeholders can strengthen the 

resilience of social learning environments against rapidly evolving AI-driven threats. 
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1. Introduction 

Artificial intelligence (AI) has rapidly become a transformative force in modern society, reshaping various fields 

such as education, healthcare, and business. Within educational contexts, AI integration has facilitated innovative 

teaching approaches, improved personalization, and fostered collaborative learning experiences. In particular, 

personalization enables AI systems to analyze user data to tailor instructional content, enhancing both engagement 

and effectiveness [1,2]. 

However, these same technological advances have also introduced unprecedented security challenges. The 

dual nature of AI is a catalyst for progress and a potential vehicle for harm, demands a more meticulous 

examination of its role in social learning environments. Malicious actors now leverage AI to orchestrate 

sophisticated cyber threats, including phishing attacks, misinformation campaigns, and deepfake media, all of 

which compromise the trust, security, and integrity of educational ecosystems [3,4,34]. 

Massive Open Online Courses (MOOCs) and other social learning platforms are especially vulnerable to such 

attacks. Phishing and social engineering tactics, for instance, exploit the natural trust among participants by 

utilizing AI to generate highly convincing fraudulent messages. AI-driven misinformation proliferating through 

collaborative environments damages shared knowledge and erodes educational credibility [5,6,33]. 

As AI-powered tools become increasingly accessible, their potential misuse in these contexts poses significant 

concerns. Advanced language models can produce deceptive reviews or malicious feedback on discussion boards, 

while deepfakes can manipulate video lectures or collaborative discussions, fostering confusion and eroding trust. 

Addressing these issues requires not only the adoption of AI-enabled defenses but also robust digital literacy 

initiatives to empower users to recognize and combat such threats [7,8,78]. 

This study employs a multivocal literature review (MLR) methodology to investigate the complex nature of 

AI-driven threats within social learning ecosystems. By examining a range of academic articles, gray literature, 

and related sources, this research aims to illustrate the complex relationship between technological innovation and 
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the evolving landscape of cybersecurity challenges in education [9,69,70]. 

2. Background 

The digital transformation of education, driven by the growing adoption of artificial intelligence (AI), has become 

both a great opportunity and a significant challenge [85]. While AI empowers personalized learning and promotes 

collaborative engagement, it also magnifies the potential for cyber threats [62]. The education sector has emerged 

as a prime target for malicious entities seeking to exploit vulnerabilities within social learning environments 

[10,11,12,13,19,83]. 

In 2024, reported cyberattacks on educational institutions in the United States rose by 37% compared with the 

previous year, reflecting systematic gaps in cybersecurity protocols [14]. Across the globe, the education/research 

sector has become the most frequently targeted industry, averaging 3,828 weekly attacks per organization. The 

government/military and healthcare sectors followed closely, with 2,553 and 2,434 weekly attacks, respectively, 

as demonstrated in Figure 1 [15]. These statistics highlight the urgency of implementing robust measures to protect 

sensitive information and maintain the credibility of educational services. 

 

Figure 1: Global avg. weekly cyber-attacks per industry (Q3 2024 compared to Q3 2023) [15] 

Figure 2 illustrates recent statistics highlighting the alarming scale of these threats, showing that institutions 

worldwide faced an average of 1,876 attacks per week in Q3 2024: an alarming 75% increase from the same 

period in 2023 [15]. 

 



Advanced Research on Information Systems Security, an International Journal (ARIS2) (2025) Volume 5, No 1, pp 04-37 

7 
 

Figure 2: Avg. weekly cyber attacks per organization (Global 2021-2024) [15] 

The financial impact of such breaches is equally concerning. The average cost of a data breach reached 4.88$ 

million in 2024, representing the highest average on record [16,17]. Human error remains a predominant factor, 

contributing to 88% of security breaches [16]. Once compromised, organizations typically require 194 days to 

detect a breach, followed by an extended lifecycle of approximately 292 days from identification to full 

containment of the threat [16,17]. Additionally, in 2024, nearly two-thirds of educational institutions experienced 

ransomware incidents, with average ransom payments reaching into the millions [18]. 

The education/research sector due to the current scenario has escalated from "moderate" to "high" the cyber 

risk rating over the past two years, indicating a troubling trend that demands urgent attention from schools, 

universities, and nonprofit organizations [10,12,19]. Educational institutions are particularly vulnerable to these 

threats due to their reliance on collaborative platforms, such as Massive Open Online Courses (MOOCs) and other 

social learning networks. These platforms often lack robust security infrastructure [62] to protect and prevent 

against sophisticated AI-driven attacks [5]. Phishing schemes, powered by generative AI, exploit trust among 

platform users to steal credentials or distribute malware [72,83], while deepfake technology, which is capable of 

producing highly convincing but fraudulent media, is increasingly being used for harassment and misinformation 

campaigns, weakening the integrity of educational system [4,6]. 

Such vulnerabilities emphasize the need for proactive measures to protect educational environments. 

Advanced AI-driven detection systems, combined with increased user awareness and digital literacy, can help 

mitigate risks associated with cyber threats [7,8,20]. Addressing these multifaceted challenges demands an 

integrated approach that merges technological innovation, stronger cybersecurity policies, and ongoing 

adaptations to an evolving threat landscape [9,21,83]. 

2.1. Phishing and social engineering attacks 

Phishing and social engineering attacks remain among the most persistent cybersecurity challenges for both 

industry and academia. These techniques exploit human vulnerabilities such as trust, curiosity, or authority bias 

to persuade victims into exposing personal data or installing malicious software [22,84,87]. Although phishing 

already existed before recent advancements in artificial intelligence (AI), the growth in AI-driven generative 

models and data analytics has substantially increased attackers’ ability to personalize and automate malicious 

content [23,83]. 

Recent studies show that AI can automate the creation of contextually relevant phishing emails or text 

messages, often by extracting information from social media or institutional websites [6]. Phishing attacks in 

Massive Open Online Courses (MOOCs) and Learning Management Systems (LMS) are particularly concerning, 

as attackers may impersonate instructors or administrative staff to acquire login credentials or request 

unauthorized payments. Time-sensitive announcements, such as assignment deadlines or exam schedules, provide 

ideal hooks, compelling hurried students or staff to click unfamiliar links. A recent article highlights the frequency 

of impersonation attacks in educational institutions, emphasizing the need for reinforced awareness [24]. 
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A growing volume of the literature recommends machine learning (ML) and ensemble detection frameworks, 

which analyze sender reputation, text semantics, and user behavior. For instance, a study on phishing website 

detection using deep learning models explores advanced detection mechanisms to identify phishing websites 

effectively [25]. Alongside technical measures, security awareness training remains crucial [22,26,27,84,87]. 

Phishing simulations demonstrate that well-structured education programs can significantly reduce click-through 

rates on fraudulent links. A case study on safeguarding higher education institutions from phishing highlights the 

effectiveness of staff-awareness initiatives in mitigating such risk [26}. 

Implementing a multi-layered approach that combines technical controls, user education, and institutional 

policies is essential to mitigate the persistent threat of phishing and social engineering in educational 

environments. By combining these strategies, institutions can reinforce the resilience of their online learning 

platforms and maintain the integrity of the educational experience. 

• Technical controls: Robust technical measures form the first line of defense. Advanced email filtering, 

intrusion detection systems, and strong authentication protocols are fundamental anti-phishing strategies. Regular 

security audits and systematic software updates further bolster these defenses [26,27,87]. 

• User education: Educating staff and students about recognizing and responding to phishing attempts is crucial. 

Regular training initiatives such as including phishing simulations and awareness programs, can empower 

individuals to identify suspicious activities and reduce the likelihood of successful attacks [26,27,83,84,87]. 

• Institutional policies: Clear cybersecurity policies and procedures ensure a coordinated response to threats. 

Such policies often define acceptable use, establish incident-response protocols, and outline procedures for 

reporting suspicious activities. A well-articulated policy framework fosters a culture of security awareness and 

accountability [21,28,83]. 

By integrating these strategies, educational institutions can create a strong defense against phishing and social 

engineering attacks, defending their digital learning environments and maintaining the integrity of their 

educational platforms. 

2.2. AI-Generated misinformation and learning effects 

The rise of transformer-based language models has dramatically simplified the production of misinformation at 

scale [29]. These models can generate text that appears both coherent and contextually relevant, blurring the line 

between legitimate information and deceptive content [30,79]. Researchers highlight that misinformation can now 

be mass-produced, customized to specific topics or demographics, and automatically disseminated across online 

platforms [6,31,79]. 

In educational contexts, misinformation disrupts peer-to-peer learning and undermines academic integrity. 

Students frequently rely on discussion forums, social media groups, and wikis to share resources and clarify doubts 

and thoughts [32]. When AI-generated misinformation is introduced, it can spread quickly before lecturers or 

peers identify inaccuracies [33,34]. Prolonged exposure to misleading material inhibits knowledge acquisition and 

can erode trust in digital resources [35]. 



Advanced Research on Information Systems Security, an International Journal (ARIS2) (2025) Volume 5, No 1, pp 04-37 

9 
 

Current detection methods typically rely on natural language processing (NLP) and machine learning to flag 

doubtful claims or verify factual statements. For instance, stylometric analysis can detect anomalies in writing 

style, while graph-based fact-checking compares statements against reliable knowledge databases [36,37,38]. 

However, these systems face challenges: adversaries frequently adapt content to evade existing detection patterns 

[39,76], therefore experts highlight the need for digital literacy initiatives teaching students and educators to cross-

check sources and remain skeptical of viral content [40,41]. 

From a learning perspective, misinformation disrupts knowledge construction by introducing errors that may 

be internalized or repeatedly circulated among peers. Once false information is integrated into learners 

understanding, correcting these inaccuracies often demands substantial cognitive effort and targeted instructional 

intervention. Even brief exposures to misinformation can create "illusions of knowledge," leading to 

overconfidence in incorrect information [42]. Prolonged misperceptions not only jeopardize academic 

performance and critical thinking development but also erode trust in legitimate educational materials [43]. 

Research has shown that once encoded, misinformation can continue to influence reasoning, even when a 

correction is remembered. This phenomenon, known as the continued influence effect, highlights the challenges 

in correcting false information in memory [44]. Additionally, studies have found that student’s confidence in their 

knowledge does not always correlate with accuracy. Metacognitive experiences and subjective feelings can lead 

to overconfidence in incorrect information, which can hinder learning and critical thinking development [42].  

These findings underscore the importance of developing effective strategies to mitigate the impact of 

misinformation on learning and to maintain trust in educational resources. 

2.3. Deepfake media 

The rise of deepfake media, driven by generative AI and large models, has introduced significant challenges to 

information integrity within society. Deepfakes, which blend "deep learning" and "fake" media, are highly realistic 

synthetic creations that can portray people saying or doing things that never happened. As AI advances, the realism 

of these creations has increased, making it increasingly difficult to differentiate falsified content from genuine 

information. This capability to convincingly replicate voices, faces, and behaviors raises pressing concerns about 

cyberbullying, harassment, and privacy violations in educational environments [6,46]. 

Deepfake-based impersonations can disrupt virtual lectures, circulate false announcements in institutional 

communications, or fabricate incriminating media featuring students or staff. Such incidents often lead to 

harassment, weaken user trust, and damage organizational reputations. The emotional impact on victims, 

especially those targeted in harassment campaigns, can be profound, heightening anxiety, causing reputational 

harm, or prompting social isolation [47,78,83]. 

Much of the research in media forensics emphasizes detection, seeking to identify pixel-level irregularities, 

mismatched lighting or facial movements, and audio-to-video (“lip-sync”) inconsistencies [50,51,52,53]. 

Convolutional neural networks (CNNs) and other deep learning methods are frequently employed to spot these 

indicators in controlled environments [51]. However, real-world detection remains problematic as deepfake 
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generation methods evolve, they continuously refine the authenticity of synthetic media, complicating even state-

of-the-art detection tools. Audio-to-video synchronization in particular has raised the quality of deepfakes, 

requiring more advanced strategies for identifying forgeries [54,61,95]. 

In response, educational institutions are advised to adopt clear media authentication guidelines and offer 

training on recognizing deepfake threats. One study, “Perception vs. Reality: Understanding and Evaluating the 

Impact of Synthetic Image Deepfakes over College Students” [56], highlights the critical role of awareness 

initiatives, including the strategic use of synthetic media for training, to help individuals more effectively identify 

such content [56, 57, 58]. Additionally, schools must provide comprehensive support to individuals portrayed in 

deepfake-related incidents. While disciplinary measures often focus on punishing offenders, some reports indicate 

a lack of adequate victim support structures. Ensuring counseling, mental health services, and other resources is 

crucial for mitigating the psychological harm associated with deepfake harassment [47,59,60,61]. 

By implementing a holistic strategy that unites policy development, awareness programs, and robust victim 

support, educational institutions can significantly reduce the risks posed by deepfake technology and safeguard 

the integrity of their learning communities [86]. 

2.4. AI-Driven detection systems 

AI-driven detection systems are fundamental in modern cybersecurity, leveraging machine learning and deep 

learning to identify anomalies, detect phishing attempts, and flag manipulated media. These systems analyze user 

behaviors, such as login frequency and content creation rates, to identify suspicious patterns indicative of 

automated attacks or fraudulent activity [8,93]. 

In the educational sector, implementing AI-driven detection systems presents unique challenges. Learning 

platforms vary widely in design, data availability, and resource constraints, making it difficult to deploy a “one-

size-fits-all solution”. A detection engine effective in one Learning Management System (LMS) may struggle in 

another lacking robust APIs or real-time data feeds. Additionally, ethical concerns arise regarding data privacy, 

user profiling, and the potential over-blocking of legitimate student content. Experts advocate for a balanced 

strategy: integrating detection tools that offer transparency, regularly updating detection models to counter 

evolving attacks, and training educators and learners to recognize threats [21,62]. 

Recent advancements suggest that Explainable AI (XAI) could enhance trust in automated detection by 

clarifying how and why certain content is flagged [21,64]. XAI techniques, such as SHAP (SHapley Additive 

exPlanations) and LIME (Local Interpretable Model-agnostic Explanations), provide insights into AI decision-

making processes, making them more transparent and trustworthy [63]. Additionally, blockchain-based audit trails 

offer secure logs that can facilitate rapid forensic analysis when breaches occur. Continuous collaboration among 

AI researchers, educators, and policymakers is crucial to ensure that detection systems keep pace with adversarial 

evolution in social learning environments [64]. Additionally, the integration of AI in cybersecurity education is 

essential. A systematic literature review highlights the importance of teaching AI and cybersecurity together, 

emphasizing the need for comprehensive education to prepare future professionals for the evolving digital 
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landscape [5]. 

Concluding, while AI-driven detection systems offers potential in enhancing cybersecurity within educational 

environments, addressing the associated challenges and ethical considerations is critical [92]. Implementing 

transparent, adaptable, and collaborative approaches will be key to effectively leveraging AI in this domain. 

3. Research methodology 

3.1. Methods 

The review protocol specifies the research question being addressed and the methods that are used to perform the 

review. To find the maximum number of studies related to the research question, a search strategy was used to 

detect as much of the relevant literature as possible using multiple keywords and datasets.  

The research was carried out by using search strings to search for information on the main topic, “Generative 

AI”, associating it with other interrelated keywords like social learning, education, cybersecurity and cyber threats 

(e.g. phishing, deepfakes and misinformation). Regarding academic data sources, the publications domain was 

identified by searching several electronic bibliographic databases, listed below, to build the datasets. The papers 

were collected based on their title, keywords, abstract, submission for review and publication in academic journals. 

Google Search (www.google.com (accessed 02 September 2024)) was also chosen to search for gray literature. 

3.2. Data source and searches 

The PRISMA (preferred reporting items for systematic reviews and meta-analyses) guidelines were followed in 

the conduct and reporting of this systematic review. 

The articles were collected between September 2024 and January 2025; and restrictions were applied regarding 

language (only English) and dates between 1998 and 2025 with a strong preference of articles no older than 6 

years old. The following keywords were applied to the search: 

• "Generative AI" AND "misinformation" AND "learning". 

• "Generative AI" AND "phishing" AND "education". 

• "Generative AI" AND "deepfakes". 

• "Generative AI" AND "social learning". 

• “Generative AI" AND "education" AND "security” 

Bibliographies from relevant publications were checked to identify relevant articles. The following databases 

for eligible studies: 

• IEEE Xplore Digital Library (https://ieeexplore.ieee.org/Xplore/home.jsp (accessed on 02 October 2024)). 

• ACM (https://dl.acm.org (accessed on 02 October 2024)). 

• SpringerLink (https://link.springer.com (accessed on 02 October 2024)). 

• SpringerNature (https://www.springernature.com/gp (accessed on 02 October 2024)). 

/Users/nunocoelho/Downloads/www.google.com
https://ieeexplore.ieee.org/Xplore/home.jsp
https://dl.acm.org/
https://link.springer.com/
https://www.springernature.com/gp
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• MDPI (https://www.mdpi.com (accessed on 02 October 2024). 

• Google Search (https://www.google.com (accessed on 02 October 2024)). 

Google Search was considered a limitation in terms of the replicability of the searches performed at a given 

time but, according to some authors [65], website search methods may differ, and it is more important to have a 

considered rationale for the process, taking the goals and objectives of each review into account, rather than 

specifying a single method. The planning and execution of the research, as well as the screening of results and the 

structure of its management, must be properly organized for this type of approach [65]. They recommend 

performing a gray literature search using at least one traditional search engine like Google with the first 12 pages 

(instead of the first 5 pages) and an accurate search of academic databases that are more closely aligned with the 

topic under analysis, to ensure that all the relevant literature is considered and that the conclusions are more 

comprehensive [66,67]. 

3.3. Eligibility criteria 

For the qualitative analysis, it was included articles related to main keywords (AI, detection systems, social 

learning, education and cyber threats), present in the title, abstract, key contents or subject relevance. They were 

found in journals, conference papers, blogs or gray literature (limited to the first 12 pages of Google Search). 

3.4. Study selection 

In the initial search stage (first filtration, shown in Figure 1), the filtering criteria - inclusion and exclusion criteria 

filters (all fields; all documents and full text, abstract, reviewed publications in journals, academic journals and 

gray literature) - were used together with the search string. This step is illustrated in Table 1, as part of the full 

MLR protocol to find the final sample for the elaboration of the article, which produces a list of the articles found, 

together with the filters used. All publications that met the inclusion criteria were selected and analyzed. 

https://www.google.com/
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Figure 1: PRISMA 2020 flow diagram (adapted from [68]) 

Table 1: Inclusion and exclusion criteria 

Inclusion criteria Exclusion criteria 

Related to the main keywords Paper not in English 

Documents in English 
Documents with publication date earlier than 

2018 

Key topics AI, social learning, education and cyber 

threats 
Not related to the key topics stated in this article. 

Article, journals, conference papers, blogs or gray 

literature 
Papers by unidentified authors 

Limit results to first 12 pages of Google search No publication date 

Title, abstract, key contents or subject relevance  

In the case of the Google search engine, we consider it to be a valid source of gray literature, governmental 

and institutional reports. Although Google Search has its limitations and should not be used as the only source for 

systematic reviews, it was used here as it can be suitable for the purposes of qualitative systematic reviews. For 

the initial results, only the first twelve pages of the results were counted, which were then used for review and 
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selection [67]. 

The study has the following research question: What are the primary AI-driven threats in social learning 

environments, and how effective are current detection systems in mitigating these risks? 

The overview of the review process can be found in Figure 1, which provides a visual representation of the 

study selection process that was applied. This diagram represents the different selection steps used in the 

systematization of the selection process. 

An inclusion and exclusion criteria were adopted to identify the relevant literature for this study. The screening 

criteria for including or excluding articles for this research are summarized and illustrated in Table 1. 

A software package (Zotero) was used to facilitate the task of searching and collecting the literature. This 

ensures that unique results are obtained, as the software detects and eliminates duplicate entries, therefore solving 

the problem of consistency in the returned and collected results and organizing it into different sets according to 

query strings and the academic or gray literature categories. Finally, it facilitates the work of retrieving the results 

of the distinct ID sets (academic and gray literature) that are easily merged in the study process. 

4. Multivocal Literature Review 

The multivocal literature review (MLR) [69] is like the systematic literature review (SLR) [70] and aims to 

incorporate the so-called “gray literature” to supplement the published (formal) literature. MLRs are SLRs which 

include both scholarly writing (also known as academic writing or formal writing) and the (informal) gray 

literature (GL) which is not considered in the SLR. GL is a multisource of information, which may exist in the 

form of blogs, videos, webpages and white papers that are produced outside academic forums and are not subject 

to any quality control mechanism (e.g., the peer review process) prior to publication. 

By including information that normally would not be considered due to its “gray” nature [69], MLRs are 

important for the completeness of the research. An MLR in each subject field is essentially a combination of the 

sources that would be studied in an SLR and a GLR in the same field. Thus, an MLR is, in principle, expected to 

provide a more complete picture of the evidence in each field. Figure 2 represents the relationship between SLR, 

GLR and MLR. 

 

Figure 2: Relationship between SLR, GLR and MLR [69] 

The aim of this research is to analyze the results of the MLR to provide a comprehensive overview of the 
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current state of misuse of Generative AI within four key areas of interest. The findings intent to contribute to 

understanding the broader implications of AI-driven threats in social learning environments. This research will 

focus on: 

• How generative AI facilitates the creation of realistic phishing emails and social engineering schemes, which 

can affect the overall trust within social learning networks. 

• The impact of AI-generated misinformation learning outcomes, focusing on how the spread of false knowledge 

damages the integrity of educational content and can erode the trust within collaborative learning platforms. 

• Potential misuse of AI-generated deepfake media for malicious purposes, including for e.g. (cyberbullying, 

defamation and harassment). 

• Efficiency of AI detection systems in identifying and mitigating malicious content, such as for e.g. (phishing, 

misinformation, deepfakes, etc.) within learning networks. 

• Ethical and policy frameworks that guide responsible adoption of AI. 

Table 2 distinguishes between “white literature” and “gray literature”, listing the appropriate choice of 

publications in each case. “Black” or other types of literature subject to exclusion are also classified, to clarify the 

choices made during the assessment. 

Table 2: Spectrum of “white”, “gray” and excluded literature (adapted from [69]). 

“White” literature “Gray” literature “Black” literature 

Published journal papers Preprints Ideas 

Conference proceedings e-Prints Concepts 

Books Technical reports Thoughts 

 Lectures  

 Data sets  

 Blogs  

 Technical reports  

 White papers  

 Government documents  

 Audio-video media  

The MLR workflow is summarized in Figure 3 and has three phases. The initial phase of the research 
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(“planning the MLR”) comprises two steps: 

 

Figure 3: Multivocal literature review (MLR) phases and steps adopted in this research (adapted from [69]) 

• Determining the need for an MLR for the given topic. 

• Defining the MLR goal and setting up the research questions. 

Once the MLR is planned, we proceed to the next phase of the research, namely “conducting the MLR”. This 

phase is divided into five stages: 

• Search process and selection: identification of primary studies to address the research question, application of 

standard comprehensive search techniques by means of defined search strings, and definition of the selection 

criteria for performing the selection process. 

• Study quality: assessment of sources to determine the extent to which a source is valid and free from bias. 

• Design of data extraction: creation of forms to gather all the information needed to address the review question 

and the study quality criteria. 

• Data extraction: extraction of the data items needed to answer the research questions. 

• Data synthesis: synthesis of data in such a way that the question(s) can be answered. 

“Reporting the MLR” is the final phase and is very similar to the SLR guidelines provided by Kitchenham 

and Charters [71] for planning the MLR, specifying dissemination mechanisms, formatting the main report and 

evaluating the report. 

5. Reporting the MLR 

5.1. Motivation 

As a professor, my passion lies in fostering environments where students can learn, collaborate, and grow without 
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barriers. Teaching is more than sharing knowledge, it is about creating spaces where curiosity thrives, trust is 

cultivated, and students feel empowered to explore ideas. However, the integration of artificial intelligence (AI) 

into education, while transformative, introduces challenges that threaten the very foundation of these spaces. 

The rise of AI-driven threats such as phishing attacks, misinformation, and deepfake media, poses unique risks 

to both students and educational institutions. These threats not only disrupt learning but also undermine trust and 

integrity within social learning environments. As a professor, I find it deeply concerning that the same 

technologies enabling personalized and adaptive learning can also be weaponized to exploit vulnerabilities in our 

educational systems. 

This review seeks to answer a critical question: What are the primary AI-driven threats in social learning 

environments, and how effective are current detection systems in mitigating these risks? While existing research 

highlights the potential of AI to revolutionize education, there remains a pressing need to address its darker 

implications. Understanding the mechanisms by which these threats operate is essential for developing effective 

countermeasures. It is equally important to understand whether current detection systems are capable of 

addressing these threats without compromising the educational experience or invading user privacy. 

By consolidating insights from academic literature, industry reports, and gray literature, my motivation stems 

from a commitment to ensuring that the integration of AI into education enhances rather than threatens the learning 

experience. By identifying the challenges and highlighting recommendations, this work seeks to contribute to the 

development of secure, trustworthy, and resilient social learning environments where students and educators can 

thrive. 

6. Conducting the MLR 

This section describes how the review was conducted, which is the second phase of the process. In this stage, the 

research is carried out by searching for information in selected databases using pre-defined queries and analyzing 

the extracted data. 

7. Reporting the MLR 

This section organizes the research findings to identify critical areas for future investigation regarding AI-driven 

threats and detection systems in social learning environments. 

The objective is to explore what the scientific and gray literature reveals about the primary threats posed by 

AI and the gaps in current detection systems. The findings were derived from analyzing the outcomes and 

proposed future directions highlighted in the reviewed literature. This analysis led to three primary clusters: 

emerging threat vectors, AI detection strategies, and ethical and policy frameworks. These clusters emphasize the 

need for a more comprehensive and structured research approach to mitigate AI-driven threats and enhance the 

effectiveness of detection systems in social learning environments. 

These findings highlight the importance of continued research to strengthen the security and integrity of 
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educational environments, ensuring that technological solutions remain adaptable to evolving threats while 

fostering trust and collaboration among educators, students, and institutions. 

7.1. Emerging threat vectors 

The reviewed literature reveals several AI-driven threats impacting social learning environments, highlighting the 

growing sophistication of attacks. These threats exploit AI to enhance deception, increase automation, and 

manipulate trust-based interactions in digital education settings. The following subsections examine the primary 

AI-driven threats, their impact, key findings, points of convergence and divergence, and recommended mitigation 

strategies. 

7.1.1. Phishing and social engineering 

AI-powered phishing and social engineering attacks have become increasingly sophisticated, leveraging machine 

learning to personalize attacks and bypass traditional security mechanisms. 

1. Key findings - AI-enhanced sophistication 

o AI-enhanced personalization: AI enables cybercriminals to craft context-aware, highly 

customized phishing messages, mimicking institutional communications with authentic 

branding and tone [7,25,27,89]. 

▪ Example: Phishing emails simulating exam schedule updates or login authentication 

requests. 

▪ Gray literature insight: Reports like those from Forbes and Wired emphasize that 

generative AI enables attackers to create highly convincing emails targeting students 

and educators by exploiting their trust in institutional systems [74,78]. 

o Real-time adaptation: Advanced AI models dynamically adjust phishing strategies based on 

user behavior, increasing the effectiveness of attacks [26,83]. 

2. Key findings - Targets and methods 

o Exploitation of urgency: Attackers frequently use time-sensitive scenarios (e.g., assignment 

deadlines, system maintenance notices) to manipulate users into acting without verification 

[15,27,84]. 

o Educational sector vulnerabilities: Higher education institutions, with diverse systems and 

varied levels of digital literacy, are identified as prime targets. These environments often lack 

robust security protocols, such as multi-factor authentication, aggravating vulnerabilities. 

Additionally, limited cybersecurity budgets and reliance on legacy systems increase the attack 

perimeter, making it easier for cybercriminals to exploit institutional weaknesses [10,11,26,62]. 

3. Points of convergence 

o AI as an asset and a liability: Both academic and gray literature emphasize that AI enhances 

phishing threats but also improves detection capabilities [7,23,25,92]. 

o Need for awareness and training: User education is a widely recommended countermeasure, 

with training programs significantly reducing phishing success rates [26,27,87]. 

o Institutional weaknesses: The absence of uniform security policies and inconsistencies in 
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email verification protocols are common vulnerabilities [15,83]. 

4. Points of divergence 

o Detection strategies:  

▪ Academic literature focuses on automated phishing detection using deep learning 

models, analyzing linguistic patterns and sender metadata [25,39]. 

▪ Gray literature prioritizes practical, immediate solutions, such as phishing simulations, 

user training, and institutional awareness campaigns [27,72]. 

o User impact:  

▪ Academic literature primarily explores technical approaches to phishing detection, 

focusing on algorithmic enhancements such as machine learning-based email 

classification, NLP-driven text analysis, and sender reputation scoring to improve 

security measures [25,39,63]. 

▪ Gray literature, however, highlights the human impact of phishing, including trust 

erosion, psychological distress, and institutional consequences when successful attacks 

compromise educators’ and students’ personal data [83,89]. 

5. Recommendations from the literature 

o Academic recommendations: 

▪ Deploy machine learning-based phishing detection using behavioral analytics and 

anomaly detection [25,39]. 

▪ Integrate Explainable AI (XAI) to enhance transparency and increase trust in 

automated detection systems [63]. 

o Gray literature recommendations: 

▪ Conduct regular phishing awareness training and simulated attacks for students and 

staff [27,72]. 

▪ Enforce multi-factor authentication (MFA) and institution-wide cybersecurity policies 

to mitigate risks [83]. 

▪ Encourage partnerships between educational institutions and cybersecurity companies 

to stay ahead of evolving phishing approaches [10,15]. 

7.1.2. Misinformation amplified by AI 

Misinformation amplified by AI represents a pressing challenge for social learning environments. The deployment 

of generative AI and large language models has drastically boosted the scale, speed, and sophistication of 

misinformation campaigns, complicating efforts to maintain informational integrity in educational contexts. 

Below, the key findings, points of convergence and divergence, and authors’ recommendations are summarized. 

1. Key findings - Proliferation and sophistication of AI-generated misinformation 

o Ease of misinformation creation: Generative AI tools can produce realistic and contextually 

accurate text, making it increasingly difficult for users to differentiate between legitimate and 

false information [73]. Academic literature highlights that this capability has accelerated the 

spread of misinformation in education, particularly on platforms like forums, wikis, and 
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discussion boards [6,29,31,34]. 

▪ Example: Tools like GPT models can generate fake articles or “expert” opinions that 

appear credible, amplifying their impact on uninformed audiences. 

o Rapid dissemination: Gray literature reveals that the rapid propagation of AI-generated 

misinformation on social media and collaborative platforms magnifies its reach. Articles 

highlight how algorithms prioritize engagement over accuracy, aggravating the problem 

[12,19,76]. 

2. Key findings - Educational impacts 

o Erosion of trust: Misinformation undermines trust in educational materials and platforms. Both 

academic and gray literature agree that repeated exposure to false content can lead students to 

question the reliability of all digital resources, creating “illusions of knowledge” [29,35,76]. 

o Cognitive and emotional strain: Exposure to conflicting information forces learners to expend 

cognitive effort determining credible content, leading to frustration and disengagement. Gray 

sources emphasize the psychological aspect, highlighting that misinformation’s emotional 

charge can aggravate stress for students and educators equally [12,79]. 

3. Points of convergence 

o Role of AI: Both academic and gray literature agree that AI plays a dual role, serving as both 

the catalyst for misinformation and a potential solution through advanced detection systems 

[6,34,79,83]. 

o Necessity of digital literacy training: Sources converge on the need for digital literacy 

initiatives to empower students and educators to critically evaluate online content. Practical 

training programs and awareness campaigns are frequently recommended [12,19,76]. 

4. Points of divergence 

o Detection approaches: 

▪ Academic sources tend to prioritize the development of technical solutions, such as 

machine learning models and natural language processing (NLP) algorithms, to 

identify and flag misleading content [6,29,30,35]. 

▪ Gray literature leans toward manual verification, platform-based moderation, and 

policy interventions to mitigate misinformation risks [12,19,79]. 

o Interpretation of AI’s impact: 

▪ Academic sources frame AI as a neutral tool misused for misinformation [29,34]. 

▪ Gray literature highlights corporate and governmental responsibilities, questioning 

platform accountability in misinformation propagation [76,79]. 

5. Recommendations from the literature 

o Academic recommendations: 

▪ Advanced detection mechanisms: Develop NLP-based systems that analyze textual 

patterns, evaluate content legitimacy against established knowledge bases, and flag 

anomalies in real-time [29,33,35]. 

▪ Explainable AI (XAI): Employ XAI to enhance transparency in misinformation 

detection, fostering trust in automated systems and enabling users to understand why 
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content is flagged as misleading [6,34]. 

o Gray literature recommendations: 

▪ Digital literacy programs: Launch educational initiatives focused on teaching 

students and educators to critically evaluate sources and recognize common 

misinformation patterns [12,76]. 

▪ Policy and platform accountability: Advocate for stricter policies on content 

moderation and algorithmic accountability within collaborative educational platforms 

[19,79] 

▪ Collaborative efforts: Encourage partnerships between educational institutions, AI 

researchers, and platform providers to address the systemic challenges of 

misinformation propagation [19,76]. 

7.1.3. Deepfake media 

Deepfake media has emerged as a significant threat in social learning environments. Leveraging generative AI, 

deepfakes produce hyper-realistic synthetic content, enabling malicious actors to fabricate videos, images, and 

audio. These manipulations create risks to trust, privacy, and the integrity of digital educational spaces. Below is 

an analysis of the findings from academic and gray literature, including points of convergence and divergence, as 

well as recommendations from the authors. 

1. Key findings - Emergence and capabilities of deepfake media 

o Technological advancements: Deepfakes, powered by sophisticated AI models, can 

convincingly mimic voices, faces, and behaviors, creating content that is nearly 

indistinguishable from reality. Academic sources point out how these advancements make it 

increasingly difficult to detect and prevent misuse [4,46,55]. 

▪ Real-world examples: 

• Fabricated videos of lecturers or students making inappropriate statements 

can disrupt classes and harm reputations [59,60]. 

• The use of AI-generated voice clones is also rising in higher education, with 

both legitimate applications (e.g., automated announcements) and risks of 

impersonation through phishing and fraud [49,78,99]. 

o Impact on trust: Gray literature highlights that deepfake media weakens trust in digital 

communications and content authenticity. This erosion of trust is particularly concerning in 

educational environments, where collaboration and communication rely on integrity and 

transparency [59,75,78]. 

2. Key findings - Educational impacts 

o Targeted harassment: Deepfake technologies are used to target students and educators through 

fabricated media, leading to reputational damage and psychological harm. Both academic and 

gray sources underscore the emotional charge on victims [4,57,60,77,100,101]. 

o Institutional disruptions: Instances of deepfakes being used to impersonate administrators or 

disseminate false announcements have been documented. This leads to confusion and damages 
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the credibility of institutional communications [46,49,57,62]. 

3. Points of convergence 

o Dual-use technology: Both academic and gray literature agree that while deepfake technology 

has legitimate applications (e.g., virtual learning environments), its misuse for malicious 

purposes outweighs these benefits in current contexts [4,55,78]. 

o Challenges in detection: Sources consistently highlight the limitations of current detection 

methods. While AI-based tools can flag deepfake artifacts, evolving techniques often beat 

detection capabilities, making manual verification necessary in critical cases [23,46,55,60]. In 

addition, further emphasizes that adversarial AI techniques are being used to avoid detection, 

making it imperative for detection models to continuously evolve. Without iterative 

improvements, AI-powered forensic tools risk becoming obsolete against increasingly 

sophisticated manipulations. 

4. Points of divergence 

o Proposed countermeasures: 

▪ Academic literature primarily explores technical approaches to deepfake detection, 

such as multimodal falsification detectors that analyze inconsistencies in audio-visual 

synchronization and blockchain-based content authentication [50,52,55]. 

▪ Gray literature emphasizes institutional policies, victim support frameworks, and 

awareness campaigns [57,59]. 

o Scope of impact: 

▪ Academic sources discuss the broader societal implications of deepfakes, such as their 

role in misinformation campaigns [4,46]. 

▪ Gray literature narrows the focus to specific educational settings, addressing how these 

technologies disrupt student learning and faculty operations [57,59]. 

5. Recommendations from the literature 

o Academic recommendations: 

▪ Develop advanced detection tools: Invest in AI-powered detection systems, including 

multimodal approaches that analyze audio, video, and metadata for anomalies [50,55]. 

▪ Blockchain for media authentication: Implement blockchain-based audit trails to 

verify the authenticity of media and detect manipulation [46,55]. 

o Gray literature recommendations: 

▪ Support victims: Establish institutional protocols for responding to deepfake 

incidents, including counseling for victims and reputational repair strategies [57,60]. 

▪ Awareness and training: Educate students and staff on recognizing deepfakes and 

understanding their implications. Workshops and simulations can prepare users to 

identify manipulative content [60,78]. 

▪ Policy development: Advocate for strong regulations governing the creation and 



Advanced Research on Information Systems Security, an International Journal (ARIS2) (2025) Volume 5, No 1, pp 04-37 

23 
 

distribution of synthetic media, emphasizing accountability for misuse [57,59]. 

7.1.4. Compounded vulnerabilities 

Compounded vulnerabilities rise from the combination of multiple AI-driven threats, such as phishing, 

misinformation, and deepfake media, within social learning environments. These interconnected risks amplify the 

potential for disruption, creating challenges that demand a multi-faceted response. Below is the MLR analysis of 

the sub-topic, highlighting key findings, points of convergence and divergence, and recommendations from the 

literature. 

1. Key findings - The Interconnected nature of threats. 

o Phishing and misinformation: The combination of phishing and misinformation aggravates 

vulnerabilities, as attackers leverage AI to create tailored, misleading messages that target user 

trust. Academic sources highlight how AI-enhanced phishing campaigns can spread false 

narratives, intensifying their impact [7,25,39]. 

▪ Example: Phishing emails that incorporate fabricated “official” institutional policies 

or fake news about administrative changes. 

o Deepfakes as catalysts: Deepfake technologies often serve as amplifiers in compounded 

vulnerabilities. Fabricated videos or audio clips can reinforce phishing or misinformation 

efforts, making them more convincing and difficult to detect [4,46,50]. 

o Adaptive attacks: The adaptability of AI-enhanced threats makes detection challenging. 

Academic sources emphasize that attackers often modify tactics to bypass existing defenses, 

leveraging multi-modal approaches such as combining video manipulation with phishing 

[23,46,50]. 

2. Key findings - Educational impacts 

o Systemic weaknesses: The compounded effects of these threats exploit systemic weaknesses 

in learning management systems (LMS) and institutional cybersecurity frameworks. Both 

academic and gray literature emphasizes that fragmented security protocols and under-

resourced IT teams make educational institutions attractive targets [10,15,19,62,83,99,100,101]. 

o Limited preparedness, loss of trust, and operational disruption: Repeated breaches and the 

propagation of false information erode trust in educational institutions. Gray literature reports 

that these attacks disrupt daily operations, causing delays, financial losses, and reputational 

damage. Additionally, gray literature also highlights the unpreparedness of many institutions to 

address the interconnected nature of these threats. Resource constraints, inadequate training, 

and fragmented policies contribute to the challenges [15,19,27,60,72]. 

3. Points of convergence 

o The urgency of a holistic approach: Both academic and gray sources highlight the need for 

integrated strategies that address the intersection of threats rather than isolated issues. 

Combining technical defenses, user education, and robust policies is consistently recommended 

[7,8,15,39,63,83,92]. 

o Importance of institutional resilience: There is agreement across sources on building 
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resilience within institutions by enhancing their ability to detect, respond, and recover from 

multi-vector attacks. This includes adopting proactive measures such as incident response 

simulations and cross-functional collaboration [9.19,21,62,72,80]. 

o Collaboration across stakeholders: The literature agrees on the need for collaboration 

between AI researchers, cybersecurity experts, and educational institutions to tackle these 

multifaceted challenges effectively [7,21,83]. 

4. Points of divergence 

o Technical vs. Policy Solutions: 

▪ Academic literature often emphasizes technical innovations, such as machine learning-

based anomaly detection and blockchain for tamper-proof audit trails [39,63,64]. 

▪ Gray literature highlights the importance of policy changes, user awareness campaigns, 

and partnerships with cybersecurity firms to audit and address immediate 

vulnerabilities [10,15,19,80,83]. 

o Scope of analysis: 

▪ Academic sources analyze the theoretical implications of combined vulnerabilities, 

often exploring abstract scenarios to identify potential risks and impact on global 

cybersecurity standards and AI ethics [8,21,25,55]. 

▪ Gray sources provide practical examples and case studies, such as real-world breaches 

in schools or universities, to illustrate the tangible impact of these threats, such as the 

psychological impact on victims and disruption of learning processes [19,60,72,78,83]. 

5. Recommendations from the literature 

o Academic recommendations: 

▪ Enhance detection capabilities: Develop integrated detection systems that can 

identify and mitigate combined threats, such as phishing attempts incorporating 

deepfake elements or misinformation campaigns [8,39,46,55,63]. 

▪ Explainable AI and Blockchain: Employ XAI to enhance transparency in detection 

processes and blockchain for secure tracking of digital assets, reducing vulnerabilities 

from deepfake and phishing combinations [7,55,63,64]. 

o Gray literature recommendations: 

▪ Adopt multi-layered defense strategies: Implement a combination of technical 

defenses (e.g., advanced firewalls, real-time monitoring), institutional policies, regular 

risk assessments, and assign resources for cybersecurity training to address systemic 

vulnerabilities [27,80,83]. 

▪ Focus on user training and awareness: Conduct regular training programs and real-

world simulations for students and staff to recognize multi-vector attacks and respond 

effectively [19,27,72,83,93]. 

▪ Collaborate with industry experts: Partner with cybersecurity firms and leverage 

external expertise to stay ahead of evolving threats and implement best practices 
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[15,72,83]. 

7.2. AI detection strategies 

The evolving landscape of AI-driven threats necessitates sophisticated detection strategies to combat phishing, 

deepfake media, and misinformation in social learning environments. The reviewed literature highlights multiple 

AI-based approaches, including machine learning (ML), deep learning (DL), behavioral analysis, and explainable 

AI (XAI) to enhance detection capabilities. While academic research focuses on the development and theoretical 

advancement of detection models, gray literature emphasizes practical implementation, real-world applications, 

and policy-driven responses. 

1. Points of convergence 

o The necessity of AI-powered detection systems: Both academic and gray literature agree that 

traditional cybersecurity tools are insufficient in detecting AI-generated threats, necessitating 

the use of machine learning, natural language processing (NLP), and deep learning techniques 

[8,20,21,92]. 

o Explainability and trust in detection models: While academic literature explores technical 

aspects of explainability through XAI [63,64], gray literature highlights the market demand for 

transparent AI systems that can justify why certain content is flagged [88,92]. 

o Behavioral-based anomaly detection: Both sources highlight that AI-based threat detection 

should extend beyond content analysis to include user behavior analytics, such as login 

frequency, browsing habits, and sudden changes in engagement [8,25,63,89,93,97]. AI-

enhanced behavioral analytics can help detect anomalies indicative of phishing attacks, account 

takeovers, or deepfake-driven identity fraud. Research indicates that combining behavioral 

tracking with AI-driven anomaly detection significantly enhances early threat detection and 

mitigates security breaches in educational institutions [48]. 

o Integration of Blockchain technology: Both sources emphasize that Blockchain-based 

solutions offer tamper-proof audit trails, enhancing media authentication and providing robust 

forensic capabilities to counteract deepfake media [55,94,95]. 

2. Points of divergence 

o Theoretical advancements vs. practical deployments: Academic research primarily focuses 

on advancing detection models, proposing techniques such as adversarial retraining, contrastive 

learning, and multimodal fusion for detecting manipulated media [4,46,55]. On the other hand, 

gray literature highlights scalability and real-time efficiency, discussing industry-driven 

frameworks and the integration of AI models into existing cybersecurity solutions [90,92,98]. 

o Ethical and regulatory considerations: Academic literature often discusses AI bias, fairness 

in detection systems, and ethical concerns surrounding deepfake detection and misinformation 

control [6,34,62]. In contrast, gray literature leans more toward pragmatic implementation 

strategies, such as government-backed initiatives and industry-driven frameworks for AI 

detection [83,86,92]. 

o Effectiveness of watermarking and AI-forensics: Gray literature reports optimism regarding 
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watermarking techniques (e.g., SynthID), digital fingerprinting, and AI-generated content 

tracking [94,96], while academic literature remains skeptical about their robustness against 

adversarial attacks and bypassing methods [53,55]. 

3. Recommendations from the literature 

o Academic literature recommendations: 

▪ Developing inclusive training datasets 

▪ Academic studies highlight the importance of diverse and representative 

datasets for training AI detection systems. These datasets must account for 

cultural, linguistic, and contextual differences to enhance robustness and 

adaptability [62,63]. 

▪ Researchers suggest refining adversarial training, federated learning, and 

zero-shot detection techniques to improve AI-driven detection mechanisms 

[4,20,53]. 

▪ Advancing explainable AI (XAI) mechanisms 

▪ Academic literature highlights the necessity of integrating Explainable AI 

(XAI) to provide transparent decision-making processes, fostering end-user 

trust and reducing false positives and negatives [22,63,64]. 

▪ XAI tools also facilitate better understanding and evaluation by stakeholders, 

such as educators and administrators [64]. 

▪ Blockchain integration for media authentication: Blockchain is recommended in 

academic studies as an effective mechanism for creating tamper-proof logs and 

verifiable audit trails, which are critical for forensic investigations and confirming 

media [52,55]. 

▪ Fostering interdisciplinary collaboration: Academic research highlights the need for 

collaboration across academia, industry, and policymakers to share resources, datasets, 

and best practices to develop robust and scalable AI detection systems [63]. 

o Gray literature recommendations: 

▪ Prioritizing real-time scalability and efficiency: Gray literature highlights the 

challenges of real-time detection, supporting lightweight AI models optimized for 

scalability and rapid response in dynamic environments [94,95,97]. 

▪ Enhancing awareness and education campaigns: 

▪ Reports and articles reveal the importance of empowering users such as 

students, educators, and administrators, through training programs that 

highlight AI threats and mitigation strategies. This is especially critical in 

education environments where technological literacy may vary widely 

[72,83,96]. 

▪ Campaigns could include simulated phishing attacks and hands-on training to 

improve threat recognition [84,94]. 

▪ Focusing on ethical AI development: Ethical concerns raised in gray literature 

include privacy issues in data collection and potential misuse of AI systems. 
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Organizations are recommended to adopt transparent policies and utilize privacy-

preserving techniques, such as differential privacy, to ensure user trust [24,92,94]. 

▪ Collaboration across sectors: Industry and governmental organizations emphasize 

the need for global partnerships to address the cross-border nature of AI-driven threats. 

For instance, joint initiatives can streamline resource-sharing and the creation of 

standardized frameworks [83,92,94,96]. 

▪ Leveraging Blockchain and advanced detection tools: Articles highlight 

incorporating blockchain for ensuring data authenticity and deploying cutting-edge 

tools for deepfake detection. Security companies and tech companies advocate for the 

widespread adoption of AI-generated content tracking, such as SynthID, and real-time 

AI forensics like watermarking techniques and real-time forgery detection models 

[94,95]. 

▪ Integration with commercial cybersecurity frameworks: Experts recommend 

embedding AI-driven detection models within existing cybersecurity tools, using 

multi-layered authentication, behavioral analytics, and blockchain verification 

[90,93,98]. 

7.3. Ethical and policy frameworks 

The rapid integration of AI in education has required the development of ethical and policy frameworks to guide 

responsible AI adoption. The reviewed literature, both academic and gray, emphasizes key principles such as 

transparency, fairness, accountability, and data privacy. However, while academic literature primarily focuses on 

theoretical foundations and long-term governance models, gray literature tends to highlight practical challenges 

and institutional compliance strategies. 

1. Key findings - Ethical considerations in AI-Driven education. 

o Fairness and bias mitigation: Academic sources explore algorithmic fairness, emphasizing 

the need to mitigate bias in AI-driven assessments [81], while gray literature raises concerns 

about real-world discrimination cases in educational AI deployment [85]. 

o Data privacy and security: The ethical responsibility of institutions to protect student data is 

a consistent topic, particularly considering regulatory challenges such as GDPR and FERPA 

[62,85,92]. 

2. Key findings - Policy gaps and governance models 

o Institutional and national-level policies: Academic research discusses policy frameworks at 

both institutional and governmental levels, proposing AI-specific regulatory structures [21,81] 

o Practical policy implementation: Gray literature highlights challenges in AI governance, such 

as unclear accountability in AI-driven grading systems and content moderation [85,92]. 

o International regulations and compliance: Reports from organizations like the World 

Economic Forum discuss the need for international AI governance standards in education [85]. 

3. Points of convergence 

o Need for ethical AI development: Both academic and gray literature emphasize that AI must 
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align with ethical principles to prevent harm and maintain trust in educational institutions 

[81,92]. 

o Transparency as a core principle: There is agreement that AI-driven decisions, particularly 

in automated grading and student evaluations, must be explainable and interpretable 

[45,63,83,85,92]. 

o Collaboration between stakeholders: Sources converge on the need for collaboration among 

policymakers, educators, AI developers, and students to ensure AI is implemented responsibly 

in education [21,81,83,85,92]. 

4. Points of divergence 

o Technical vs. Practical Perspectives: 

▪ Academic literature focuses on theoretical discussions about algorithmic fairness, AI 

governance, and privacy-by-design methodologies [45,62]. 

▪ Gray literature presents real-world cases of AI-related debates, such as biased grading 

systems and faulty student monitoring tools [85, 92]. 

o Regulatory vs. self-governance approaches: 

▪ Academic studies support strict AI regulations and governmental oversight [21,81]. 

▪ Gray literature emphasizes institutional self-regulation and industry-led compliance 

frameworks [85,92]. 

o Regulatory vs. self-governance approaches: 

▪ Academic research proposes explainability frameworks to hold AI decision-making 

accountable [63,64]. 

▪ Gray literature raises concerns about practical challenges in enforcing AI 

accountability at the institutional level [92]. 

5. Recommendations from the literature 

o Academic recommendations: 

▪ Develop comprehensive AI governance models: Researchers emphasize the need for 

standardized policies across institutions, incorporating ethical AI principles at national 

and international levels [21,81]. 

▪ Integrate explainable AI (XAI) in educational systems: To improve trust and 

accountability, institutions should adopt AI models that allow educators and students 

to understand AI-driven recommendations and decisions [45,63]. 

▪ Enforce data protection regulations: Institutions must align AI-driven learning 

platforms with regulatory requirements such as GDPR, FERPA, and AI-specific legal 

frameworks [62]. 

o Gray literature recommendations: 

▪ Enhance institutional AI ethics training: Universities and schools should offer 

mandatory AI ethics training for teachers, students, and administrators to ensure 

responsible AI usage [85,92]. 

▪ Develop AI policy guidelines at the institutional level: Institutions should draft 

internal AI policies addressing transparency, fairness, and data privacy to mitigate risks 
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associated with biased AI models and unethical automation [85]. 

▪ Promote multi-stakeholder collaboration: AI governance should involve 

policymakers, teachers, industry leaders, and students to create adaptive and 

mandatory policies [81,85]. 

8. Conclusion 

In this multivocal literature review (MLR), the duality of artificial intelligence (AI) in education becomes clear: 

on one hand, AI supports innovative teaching methods, personalization, and collaboration; on the other, malicious 

actors leverage AI to orchestrate damaging phishing attacks, misinformation campaigns, and deepfake media. 

Through a detailed examination of academic sources and gray literature, we identified how these threats weaken 

trust, disrupt learning activities, and create ethical dilemmas in educational contexts. Although significant progress 

has been achieved in developing AI-driven detection mechanisms, such as advanced machine learning models 

and blockchain-based audit trails challenges remain in scalability, user awareness, and ethical governance. 

The research shows that technical solutions alone are insufficient. Instead, a balanced approach that merges 

technological defenses with user-focused strategies and clear policy guidelines is required. Institutions should 

prioritize digital literacy and ethics training to raise awareness about AI-driven threats, while explainable AI (XAI) 

frameworks can foster transparency, enhancing trust in automated detection. Collaborative policymaking among 

educators, researchers, industry experts, and governments is also essential to address cross-border issues and 

evolving attack methods. 

Moving forward, future investigations might explore how to integrate these technical and human-centered 

solutions in ways that respect data privacy, mitigate algorithmic bias, and maintain the flexibility needed for 

educational innovation. By adopting an adaptive, ethical, and collaborative posture, the education sector can better 

safeguard social learning ecosystems against the escalating landscape of AI-powered threats and ensure that the 

transformative promise of AI remains an asset, rather than a vulnerability, to educational progress. 
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